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Abstract

This paper presents a more efficient algorithm to count codewords of given weights in self-dual double-circulant and formally self-dual quadratic double-circulant codes over GF(2). A method of deducing the modular congruence of the weight distributions of the binary quadratic double-circulant codes is proposed. This method is based on that proposed by Mykkeltveit, Lam and McEliece, JPL. Tech. Rep., 1972, which was applied to the extended quadratic-residue codes. A useful application of this modular congruence method is to provide independent verification of the weight distributions of the extended quadratic-residue and quadratic double-circulant codes. Using this method in conjunction with the proposed efficient codeword counting algorithm, we are able

i) to give the previously unpublished weight distributions of the [76, 38, 12] and [124, 62, 20] binary quadratic double-circulant codes;

ii) to prove that the [168, 84, 24] extended quadratic-residue and quadratic double-circulant codes are inequivalent; and

iii) to provide corrections to the published results on the weight distributions of the binary extended quadratic-residue code of prime 151, and the number of codewords of weights 30 and 32 of the binary extended quadratic-residue code of prime 137.

1 Introduction

Binary self-dual codes form an important class of codes due to their powerful error-correcting capabilities and their rich mathematical structure. As such, this family of codes has been a subject of extensive research for many years. Much of this work is on their classification and the search for the extremal codes [1]. Many binary self-dual codes are codes with the highest
known minimum distance. Recently, van Dijk et al. [2], constructed two inequivalent binary self-dual codes of length 160 that have higher minimum distance than the previously known half-rate codes of that length.

Closely related to the self-dual codes are the double-circulant codes. Many good binary self-dual codes can be constructed in double-circulant form. An interesting family of binary, double-circulant codes, which includes self-dual and formally self-dual codes, is the family of codes based on primes. A classic paper for this family was published by Karlin [3] in which double-circulant codes based on primes congruent to ±1 and ±3 modulo 8 were considered. Moore's PhD work [4] investigated the class which is congruent to 3 modulo 8, and his work was later extended by Gulliver et al. [5] to longer codes. An extensive discussion on these two types of circulant is also given by MacWilliams et al. [6]. The prime-based double-circulant codes can also be constructed over non binary fields, e.g. see Pless [7] and Beenker [8] for GF(3), and Gaborit [9] for the generalisation to prime fields. The weight distributions of double-circulant codes based on primes congruent ±1 modulo 8, of lengths from 74 to 152 (except 138), i.e. binary extended Quadratic Residue (QR) codes, may be found in [10], as well as those based on primes congruent to ±3 modulo 8, of lengths 108 and 120.

This paper considers the weight distributions of the binary double-circulant codes based on primes, and it is organised as follows. Section 2 introduces the notation and gives a review of double-circulant codes based on primes congruent to ±1 and ±3 modulo 8. Section 3 presents an improved algorithm to compute the number of codewords of given weight in certain double-circulant codes. In order to count codewords of given weight, this algorithm requires the enumeration of less codewords than a recently published technique [10, 2]. Based on the fact that the extended QR codes are invariant under the projective special linear group, Mykkeltveit et al. [11] developed a technique to deduce the modular congruences of the number of codewords of a given weight in these codes. In Section 4, we describe the automorphism group of the family of double circulant codes with primes congruent to ±3 modulo 8 which contains the projective special linear group. Accordingly, we show that, with some modifications, the modular congruence method of Mykkeltveit is also applicable to these double-circulant codes. Using this method in conjunction with that given in Section 3, we compute the weight distributions of the quadratic double-circulant codes of lengths 76 and 124. It has been observed that, for some primes, there exist two double-circulant codes from different constructions which have the same parameters, but it is not known if the two codes are equivalent. Section 6 discusses two such codes of length 168, and using the techniques presented in Section 4, determines that these codes are inequivalent. In Section 5, we prove that some of the results reported by Gaborit et al. [10] on the extended QR code of length 138 and 152 are incorrect, and provide corrections to these results. Section 7 concludes the paper.

2 Background and Notation

Let $F_2^n$ denote the space of vectors of length $n$ with elements in GF(2). A binary linear code is a $k$-dimensional linear subspace of $F_2^n$. We denote $[n,k,d]$
as a binary linear code of length \( n \), dimension \( k \) and minimum distance \( d \).

The weight enumerator function of a code is defined as
\[
A(z) = \sum_{i=0}^{n} A_i z^i,
\]
where \( A_i \) denotes the number of codewords of weight \( i \).

If \( C \) is a binary linear code, its dual code \( C^\perp \) is defined as
\[
C^\perp = \{ w \in \mathbb{F}_2^n \mid \sum_{i=0}^{n-1} v_i w_i = 0 \pmod{2} \}, \quad \text{for all } v \in C.
\]

A code is called self-dual iff \( C = C^\perp \). A self-dual code is called Type II, or doubly even, if all codeword weights are divisible by 4; otherwise it is called Type I, or singly even. A Type II self-dual code has a length that is divisible by 8. A code is called formally self-dual (fsd) if its weight enumerator is equal to that of its dual. A self-dual, or fsd, code is called extremal if its minimum distance is the highest possible for the given parameters.

As a class, double-circulant codes are \([n, k]\) codes, where \( k = n/2 \), whose generator matrix \( G \) consists of two circulant matrices. A circulant matrix \( R \) is a square \( m \times m \) matrix in which each row (resp. column) is a cyclic shift of the adjacent row (resp. column). Such a matrix \( R \) is completely characterised by a polynomial formed from its first row, \( r(x) = \sum_{i=0}^{m-1} r_i x^i \), which is called the defining polynomial, and the algebra of polynomials modulo \( x^m - 1 \) is isomorphic to that of circulants.

Double-circulant codes can be put into two classes, namely pure, and bordered double-circulant, codes, whose generator matrices \( G_p \) and \( G_b \) are shown in (1) and (2) respectively, where \( I_k \) is the \( k \)-dimensional identity matrix, and \( \alpha \in \{0, 1\} \). For the purpose of this paper, we consider the bordered case only and, unless otherwise stated, we shall assume that the term double-circulant codes refers to (2).

\[
G_p = \begin{bmatrix} I_k & R \end{bmatrix} \quad (1), \quad G_b = \begin{bmatrix} 1 & \ldots & 1 & \alpha \\ \vdots & \ddots & \vdots & \vdots \\ 1 & \ldots & 1 & 1 \end{bmatrix} \quad (2)
\]

Two binary linear codes, \( \mathcal{A} \) and \( \mathcal{B} \), are equivalent if there exists a permutation \( \pi \) on the coordinates of the codewords which maps the codewords of \( \mathcal{A} \) onto codewords of \( \mathcal{B} \). We shall write this as \( \mathcal{B} = \pi(\mathcal{A}) \). If \( \pi \) transforms \( C \) into itself, then we say that \( \pi \) fixes the code, and the set of all permutations of this kind form the automorphism group of \( C \), denoted as \( \text{Aut}(C) \). MacWilliams et al. [6] gives some conditions on the equivalence of double-circulant codes, which are restated for convenience in the lemma below.

2.1 Lemma. Let \( \mathcal{A} \) and \( \mathcal{B} \) be double-circulant codes with generator matrices \([I|A]\) and \([I|B]\) respectively. Let the polynomials \( a(x) \) and \( b(x) \) be the defining polynomials of \( A \) and \( B \). The codes \( \mathcal{A} \) and \( \mathcal{B} \) are equivalent if any of the following conditions hold: i) \( B = A^T \), or ii) \( b(x) \) is the reciprocal of \( a(x) \), or iii) \( a(x)b(x) = 1 \pmod{x^m-1} \), or iv) \( b(x) = a(x^m) \) where \( m \) and \( u \) are relatively prime.

For the purpose of this paper, we call the double-circulant codes based on prime congruent to \( \pm 1 \) modulo 8 the \( [p+1, \frac{1}{2}(p+1), d] \) extended quadratic residue (QR) codes, i.e. \( p \equiv \pm 1 \pmod{8} \); and, following [9], those based on prime congruent to \( \pm 3 \) modulo 8 the \( [2(p+1), p+1, d] \) quadratic double-circulant codes, i.e. \( p \equiv \pm 3 \pmod{8} \).
2.1 Extended Quadratic Residue Codes as Double-Circulants

The following is a summary of the extended QR codes as double-circulant codes \([3, 6, 12]\). Let \(p\) be a prime congruent to \(\pm 1\) modulo \(8\) and let \(Q\) and \(N\) be the sets of quadratic residues and non residues modulo \(p\) respectively. Binary QR codes are cyclic codes of length \(p\) over \(GF(2)\). For a given \(p\), there exists four QR codes: \(\overline{Q}\), \(\overline{N}\) which are equivalent and have dimension \(\frac{1}{2}(p-1)\), and \(Q\), \(N\) which are equivalent and have dimension \(\frac{1}{2}(p+1)\). The \([p+1, \frac{1}{2}(p+1)]\) extended quadratic residue code, denoted by \(\hat{Q}\) (resp. \(\hat{N}\)), is obtained by annexing an overall parity check to \(Q\) (resp. \(N\)). If \(p \equiv -1 \pmod{8}\), \(\hat{Q}\) (resp. \(\hat{N}\)) is Type II; otherwise it is fsd.

It is well-known that \(\text{Aut}(\hat{Q})\) contains the projective special linear group \(\text{PSL}_2(p)\) \([6]\). If \(r\) is a generator of the cyclic group \(Q\) then \(\sigma : i \rightarrow ri \pmod{p}\) is a member of \(\text{PSL}_2(p)\). Given \(n \in \mathbb{N}\), the cycles of \(\sigma\) can be written as \((\infty)(n, nr, nr^2, \ldots, nr^t)(1, r, r^2, \ldots, r^t)(0)\) where \(t = \frac{1}{2}(p-3)\). Due to this property, \(G\), the generator matrix of \(\hat{Q}\), can be arranged into circulants as shown in (4).

\[
G = \begin{pmatrix} \infty & n & \ldots & nr^t & 1 & \ldots & r^t & 0 \\ 1 & 1 & \ldots & 1 & 1 & \ldots & 1 & 1 \\ \vdots & \vdots & \ddots & L & R & \vdots \\ 0 & 0 & \ldots & \beta & \beta r & \ldots & \beta r^t & 1 \end{pmatrix}
\] (4)

The rows \(\beta, \beta r, \ldots, \beta r^t\) in the above generator matrix contain \(e_\beta(x), e_{\beta r}(x), \ldots, e_{\beta r^t}(x)\),

where \(e_i(x) = x^i e(x)\) whose coordinates are arranged in the order of (3). Note that, if \(p \equiv 1 \pmod{8}\), then \(\alpha = 1, \beta = n\) and the idempotent \(e(x) = \sum_{n \in N} x^n\); otherwise \(\alpha = 0, \beta = 1\) and \(e(x) = 1 + \sum_{n \in N} x^n\). If \(L\) is non-singular, (4) can be transformed to (2). For many \(\hat{Q}\), \(L\) is invertible and Karlin \([3]\) has shown that \(p = 73, 97, 127, 137, 241\) are the known cases where the canonical form (2) cannot be obtained. In addition to form (2), \(G\) can also be transformed to (1), and Jenson \([12]\) has shown that, for \(7 \leq p \leq 199\), except \(p = 89, 167\), the canonical form (1) exists.

2.2 Quadratic Double-Circulant Codes

Let \(p\) be a prime that is congruent to \(\pm 3\) modulo \(8\). A binary \([2(p+1), p+1]\) quadratic double-circulant code, denoted by \(\mathcal{B}\), can be constructed using the following defining polynomials

\[
b(x) = \begin{cases} 1 + \sum_{r \in Q} x^r & \text{if } p \equiv 3 \pmod{8}, \\ \sum_{r \in Q} x^r & \text{if } p \equiv -3 \pmod{8}. \end{cases}
\] (5)
The generator matrix $G$ of $B$ can be written as follows [6]

$$
G = \begin{pmatrix}
1 & l_0 & \ldots & l_{p-1} & B \\
0 & 1 & \ldots & 0 & 1 \\
0 & 0 & \ldots & 0 & 1
\end{pmatrix}
$$

which is equivalent to (2) with $\alpha = 0$ and $k = p + 1$. If $p \equiv 3 \pmod{8}$, $B$ is Type II; otherwise it is fsd with $B = B^T$. Codes of the form $B$ form an interesting family of double-circulant codes. In terms of self-dual codes, the family contains the largest extremal Type II code known, $n = 136$.

3 An Improved Algorithm To Count Codewords of Given Weight for Double-Circulant Codes

An algorithm to count codewords of given weight in half-rate codes, which have two full rank disjoint information sets is described in [2] and [10]. This algorithm requires the enumeration of

$$
\binom{k}{w/2} + 2 \cdot \sum_{i=1}^{w/2-1} \binom{k}{i}
$$

codewords in counting all codewords of weight $w$. We show in the following that, for self-dual double-circulant and fsd quadratic double-circulant codes, it is sufficient to enumerate

$$
\sum_{i=1}^{w/2} \binom{k}{i}
$$
codewords only.

Let $C_1$ and $C_2$ be a self-dual double-circulant, and a fsd quadratic double-circulant codes respectively, which has defining polynomial $r(x)$. We assume that $\text{wt}(f(x))$ represents the weight of the polynomial $f(x)$ and $T_m(x)$ is a set of binary polynomials with degree at most $m$.

3.1 Lemma. Consider double-circulant codes of dimension $k$. Let $u_i(x), v_i(x) \in T_{k-1}(x)$ for $i = 1, 2$, and $e(x), f(x) \in T_{k-2}(x)$. The number of weight $w$ codewords of the forms $c_1(x) = (u_1(x)v_1(x))$ and $c_2(x) = (v_2(x)u_2(x))$ are equal, where

i) for self-dual pure double-circulant codes, $u_2(x) = u_1(x)^T$ and $v_2(x) = v_1(x)^T$;

ii) for self-dual bordered double-circulant codes, $u_1(x) = (e|e(x))$, $v_1(x) = (\gamma|f(x))$, $u_2(x) = (e|e(x)^T)$ and $v_2(x) = (\gamma|f(x)^T)$ where $\gamma = \text{wt}(e(x)) \pmod{2}$;

iii) for fsd pure double-circulant codes ($p \equiv -3 \pmod{8}$), $u_2(x) = u_1(x)^2$ and $v_2(x) = v_1(x)^2$;
iv) for fsd bordered double-circulant codes ($p \equiv -3 \pmod{8}$), $u_1(x) = (e(e(x)), v_1(x) = (\gamma | f(x)), u_2(x) = (e(e(x))^T)$, $v_2(x) = (\gamma | f(x))^T$ where $\gamma = \text{wt}(e(x)) \pmod{2}$.

Proof:

i) Let $G_1 = |I_k |R|$ and $G_2 = |R^T |I_k |$ be the two full-rank generator matrices with mutually disjoint information sets of a self-dual pure double-circulant code. Assume that $r(x)$ and $r(x)^T$ are the defining polynomials of $G_1$ and $G_2$ respectively. Given $u_1(x)$ as an input, $G_1$ produces a codeword $c_1(x) = (u_1(x)v_1(x))$, where $v_1(x) = u_1(x)r(x)$. Another codeword $c_2(x)$ can be obtained from $G_2$ by using $u_1(x)^T$ as an input, $c_2(x) = (v_1(x)^T u_1(x)^T)$, where $v_1(x)^T = u_1(x)^T r(x)^T = (u_1(x)r(x))^T$. Since the weight of a polynomial and that of its transpose are equal, for a given polynomial of degree at most $k-1$, there exists two distinct codewords of the same weight.

ii) Let $G_1$, given by (2), and $G_2$ be two full-rank generator matrices with pairwise disjoint information sets, of bordered self-dual double-circulant codes. It is assumed that the form of $G_2$ is identical to that given by (6) with $I_p = B^T$ and $B = I_p$. Let $f(x) = e(x)r(x)$, consider the following cases:

(a) $\epsilon = 0$ and $\text{wt}(e(x))$ is odd, generator matrix $G_1$ produces a codeword $c_1(x) = (0 \mid e(x) \mid 1 \mid f(x))$. Applying $(0 \mid e(x)^T)$ as an information vector to generator matrix $G_2$ yields another codeword $c_2(x) = (1 \mid e(x)^T r(x)^T \mid 0 \mid e(x)^T) = (1 \mid f(x)^T \mid 0 \mid e(x)^T)$.

(b) $\epsilon = 1$ and $\text{wt}(e(x))$ is odd, $G_1$ produces $c_1(x) = (1 \mid e(x) \mid 1 \mid f(x) + j(x))$. Applying $(1 \mid e(x)^T)$ as an information vector to $G_2$, a codeword $c_2(x) = (1 \mid e(x)^T r(x)^T + j(x) \mid 1 \mid e(x)^T) = (1 \mid f(x)^T + j(x) \mid 1 \mid e(x)^T)$, is obtained.

(c) $\epsilon = 0$ and $\text{wt}(e(x))$ is even, $G_1$ produces a codeword $c_1(x) = (0 \mid e(x) \mid 0 \mid f(x))$. Applying $(0 \mid e(x)^T)$ as an information vector to $G_2$, another codeword $c_2(x) = (0 \mid e(x)^T r(x)^T \mid 0 \mid e(x)^T) = (0 \mid f(x)^T \mid 0 \mid e(x)^T)$ is produced.

(d) $\epsilon = 1$ and $\text{wt}(e(x))$ is even, generator matrix $G_1$ produces $c_1(x) = (1 \mid e(x) \mid 0 \mid f(x) + j(x))$. Applying $(1 \mid e(x)^T)$ as an information vector to generator matrix $G_2$ yields a codeword $c_2(x)$ of the form $(0 \mid e(x)^T r(x)^T + j(x) \mid 1 \mid e(x)^T) = (0 \mid f(x)^T + j(x) \mid 1 \mid e(x)^T)$.

It is clear that in all cases, $\text{wt}(c_1(x)) = \text{wt}(c_2(x))$ since $\text{wt}(v(x)) = \text{wt}(v(x)^T)$ and $\text{wt}(v(x) + j(x)) = \text{wt}(v(x)^T + j(x))$ for some polynomial $v(x)$. This means that given an information vector, there always exists two distinct codewords of the same weight.

iii) Let $G_1$, given by (1) with $R = I_p + Q$, and $G_2$, given by (1) with $I_k = I_p + N$ and $R = I_p$, be two full-rank generator matrices with pairwise disjoint information sets, of pure fsd double-circulant codes for $p \equiv -3 \pmod{8}$. Given $u_1(x)$ as input, $G_1$ produces a codeword $c_1(x) = (u_1(x)v_1(x))$, where $v_1(x) = u_1(1 + q(x))$, where as $G_2$ produces
a codeword \( c_2(x) = (u_2(x) | u_2(x)) \), where \( u_2(x) = u_1(x)^2 \) and \( v_2(x) = u_1(x)^2(1 + n(x)) = u_1(x)^2(1 + q(x))^2 = v_1(x)^2 \). Since the weight of a polynomial and that of its square are the same over \( \mathbb{F}_2 \), the proof follows.

iv) Let \( G_1 \), given by (2) with \( B = R \), and \( G_2 \), given by (6) with \( I_p = B^2 \) and \( B = I_p \), be two full-rank generator matrices with pairwise disjoint information sets, of bordered fsd double-circulant codes for \( p \equiv -3 \pmod{8} \). Let \( f(x) = e(x)b(x) \), consider the following cases:

(a) \( \epsilon = 0 \) and \( \text{wt}(e(x)) \) is odd, generator matrix \( G_1 \) produces a codeword \( c_1(x) = (0 | e(x) | 1 | f(x)). \) Applying \( (0 | e(x)^2) \) as an information vector to \( G_2 \), another codeword \( c_2(x) = (1 | e(x)^2n(x) | 0 | e(x)^2) \) is obtained. Since \( e(x)^2n(x) = e(x)^2b(x)^2 = f(x)^2 \), the codeword \( c_2 = (1 | f(x)^2 | 0 | e(x)^2) \).

(b) \( \epsilon = 1 \) and \( \text{wt}(e(x)) \) is odd, \( G_1 \) produces \( c_1(x) = (1 | e(x) | 1 | f(x) + j(x)). \) Applying \( (1 | e(x)^2) \) as an information vector to \( G_2 \) yields a codeword \( c_2(x) \) which can be written as \( (1 | e(x)^2n(x) + j(x) | 1 | e(x)^2) = (1 | f(x)^2 + j(x) | 1 | e(x)^2) \).

(c) \( \epsilon = 0 \) and \( \text{wt}(e(x)) \) is even, \( G_1 \) produces a codeword \( c_1(x) = (0 | e(x) | 0 | f(x)). \) Applying \( (0 | e(x)^2) \) as an information vector to \( G_2 \), another codeword \( c_2(x) = (0 | e(x)^2n(x) | 0 | e(x)^2) = (0 | f(x)^2 | 0 | e(x)^2) \) is produced.

(d) \( \epsilon = 1 \) and \( \text{wt}(e(x)) \) is even, \( G_1 \) produces \( c_1(x) = (1 | e(x) | 0 | f(x) + j(x)). \) Applying \( (1 | e(x)^2) \) as an information vector to \( G_2 \) yields a codeword \( c_2(x) \) which can be written as \( (0 | e(x)^2n(x) + j(x) | 1 | e(x)^2) = (0 | f(x)^2 + j(x) | 1 | e(x)^2) \).

It is clear that in all cases, \( \text{wt}(c_1(x)) = \text{wt}(c_2(x)) \) since \( \text{wt}(v(x)) = \text{wt}(v(x)^2) \) and \( \text{wt}(v(x) + j(x)) = \text{wt}(v(x)^2 + j(x)) \) for some polynomial \( v(x) \). This means that given an information vector, there always exists two distinct codewords of the same weight.

From Lemma 3.1, it follows that, in order to count codewords of weight \( w \), the enumeration of \( \sum_{i=1}^{w/2} \binom{k}{i} \) codewords only is required and

\[
A_w = a_{w/2} + 2 \sum_{i=1}^{w/2-1} a_i, \tag{7}
\]

where \( a_i \) is the number of weight \( w \) codewords which have \( i \) non zeros in the first \( k \) coordinates.

## 4 Number of Codewords of Given Weights in Quadratic Double-Circulant Codes

Let \( Q \) and \( N \) be the sets of quadratic residue and non residue modulo \( p \) respectively. The linear group \( \text{PSL}_2(p) \) is generated by the set of all permutations to the coordinates \((\infty, 0, 1, \ldots, p-1)\) of the form \( y \rightarrow (ay + b)/(cy + d) \)
where $a, b, c, d \in \text{GF}(p)$, $y \in \text{GF}(p) \cup \{\infty\}$ and $ad - bc = 1$. It can be shown that this form of permutation is generated by $S : y \rightarrow y + 1$, $V : y \rightarrow \rho^2 y$ and $T : y \rightarrow -\frac{1}{y}$ transformations, where $\rho$ is a primitive element of $\text{GF}(p)$. In fact, $V$ is redundant, since $V = TS^p TS^{p\mu} TS^p$, where $\mu \in \text{GF}(p)$ is the multiplicative inverse of $\rho$. Consider the coordinates $(\infty, 0, 1, \ldots, p - 1)$, the transformation $S$ leaves the coordinate $\infty$ invariant and introduces a cyclic shift to the rest of the coordinates. Let $R_i$ and $L_i$ denote the $i$th row of the right and left circulants of (6) respectively, $J$ and $J'$ denote the last row of the right and left circulant of (6) respectively. Using the arguments in [6], it can be shown that $T(R_0) = R_0 + J$, $T(R_s) = R_{s-1} + R_0$, $T(R_0) = R_0 + R_0 + J$, $T(L_0) = L_0 + J'$, $T(L_0) = L_{-1} + L_0$ and $T(L_{-1}) = L_{-1} + L_0 + J'$ for $p \equiv 3 \pmod{8}$, and $T(R_0) = R_0$, $T(R_s) = R_{s-1} + J$, $T(R_0) = R_{-1} + R_0$, $T(L_0) = L_0$, $T(L_0) = L_{-1} + J'$ and $T(L_{-1}) = L_{-1} + L_0$ for $p \equiv -3 \pmod{8}$, where $s \in Q$ and $t \in N$. This establishes the following theorem on Aut(\mathcal{B}) [6, 9].

**4.1 Theorem.** The automorphism group of the $[2(p+1), p+1, d]$ binary quadratic double-circulant codes contains $\text{PSL}_2(p)$ applied simultaneously to both circulants.

The knowledge of Aut($\mathcal{B}$) can be exploited to deduce the modular congruence of $A_i$ of $\mathcal{B}$. If $\mathcal{H} \subseteq \text{Aut}(\mathcal{B})$, then $A_i$ of $\mathcal{B}$ can be categorised into two classes: one which contains all weight $i$ codewords that are invariant under $\mathcal{H}$ and the other which contains the rest. The latter class forms orbits of size $|\mathcal{H}|$, the order of $\mathcal{H}$.

For $\mathcal{B}$, we shall choose $\mathcal{H} = \text{PSL}_2(p)$, which has order $\frac{1}{2} p(p^2 - 1)$. Each $A_i$ of $\mathcal{B}$ can be written as $A_i \equiv \nu_i \cdot |\mathcal{H}| + A_i(\mathcal{H})$, where $A_i(\mathcal{H})$ is the number of weight $i$ codewords in a subcode fixed by some elements of $\mathcal{H}$. Since $|\mathcal{H}| = \prod_j q_j^{r_j}$, where $q_j$ are distinct primes, $A_i(\mathcal{H}) \pmod{|\mathcal{H}|}$ can be obtained by applying the Chinese-Remainder-Theorem to $A_i(S_{q_j}) \pmod{q_j^{r_j}}$ for all $q_j$ that divides $|\mathcal{H}|$, where $S_{q_j}$ is the Sylow-$q_j$-subgroup of $\mathcal{H}$. In order to compute $A_i(S_{q_j})$, we can find the subcode of $\mathcal{C}$ that is fixed by $S_{q_j}$, and compute the number of codewords of weight $i$ in this subcode.

In order to obtain the subcode fixed by $S_{q_j}$ for all primes $q_j$ that divide $|\mathcal{H}|$, the following method can be used. Let $c_{i_1}$ (resp. $c_{r_i}$) and $c_{i_2}$ (resp. $c_{r_{i_2}}$) denote the $i$th coordinate and $i$th permuted coordinate, with the respect to the permutation $Z_{q_j}$, in the left (resp. right) circular form respectively. The invariant subcode can be obtained by solving a set of linear equations consisting of the parity-check matrix of $\mathcal{B}$, $c_{i_1} + c_{i_2} = 0$ and $c_{r_i} + c_{r_{i_2}} = 0$ for all $i \in \text{GF}(p) \cup \{\infty\}$. The solution is a matrix of rank $r > (p + 1)$, which is the parity-check matrix of the $[2(p+1), 2(p+1) - r]$ invariant subcode.

Following [6], we represent an element of $\text{PSL}_2(p)$ by a $2 \times 2$ matrix $\begin{bmatrix} a & b \\ c & d \end{bmatrix}$, where $a, b, c, d \in \text{GF}(p)$ and $ad - bc = 1$. For each odd prime $q_j$, $S_{q_j}$ is a cyclic group which can be generated by some $Z_{q_j} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{PSL}_2(p)$ of order $q_j$. Because $S_{q_j}$ is cyclic, it is straightforward to obtain the invariant subcode, from which we can to compute $A_i(S_{q_j})$.

On the other hand, the case of $q_j = 2$ is more complicated. For $q_j = 2$, $S_2$ is a dihedral group of order $2^{m+1}$, where $m + 1$ is the maximum power of 2 that divides $|\mathcal{H}|$. According to Burnside [13], for $p \equiv \pm 3 \pmod{8}$, the highest power of 2 that divides $|\mathcal{H}|$ is $2^2$ and hence, $m = 1$. Accordingly,
there are 3 subgroups of order 2 in $S_2$, namely $H_2 = \{1, P\}$, $G_2^0 = \{1, T\}$ and $G_2^1 = \{1, PT\}$ where $P, T \in \text{PSL}_2(p)$, $P^2 = T^2 = 1$ and $TPT^{-1} = P^{-1}$. Let $T = \begin{pmatrix} 0 & 1 \\ P & b \end{pmatrix}$, which has order 2. It can be shown that any order 2 permutation, $P = \begin{pmatrix} a \\ b & d \end{pmatrix}$, has $b = c$ and $a, d \in \text{GF}(p)$ such that $ad - bc = 1$.

Apart from subgroups of order 2, $S_2$ also contains a non cyclic subgroup of order 4, which contains, apart from an identity, three permutations of order 2 [13], i.e. a Klein 4 group, $G_4 = \{1, P, T, PT\}$.

Following [11], it can be shown that, in order to compute $A_i(S_2)$, it is only necessary to consider the three subgroups of order 2 and $G_4$. However, all the three subgroups of order 2 are conjugate in $\text{PSL}_2(p)$ and therefore, the subcodes by $G_2^0, G_2^1$ and $H_2$ have identical weight distributions and consider either one of them, say $G_2^0$, is sufficient. Thus, the number of codewords of weight $i$ in the subcodes fixed by $S_2$ is

$$A_i(S_2) \equiv 3A_i(G_2^0) - 2A_i(G_4) \pmod{4}. \quad (8)$$

In summary, in order to deduce the modular congruence of the number of weight $i$ codewords in $\mathcal{C}$, it is sufficient to compute the number of weight $i$ codewords in the subcodes fixed by $H_2$, $G_4$ and $Z_q$ for all odd primes $q$ that divide $|H|$. The result follows by applying the Chinese-Remainder-Theorem to the number of weight $i$ codewords in the subcodes.

As examples, we consider the weight distribution of the [76,38,12] and [124,62,20] fad quadratic double-circulant codes, which were previously unknown. The weight enumerator of an fad code is given by Gleason’s theorem [1]

$$A(z) = \sum_{i=0}^{\lfloor \frac{n}{2}\rfloor} K_i (1 + z^2)^{\frac{n}{2} - i} (z^2 - 2z^4 + z^6)^i \quad (9)$$

for integers $K_i$. Hence, in order to compute $A(z)$, $A_{2i}$ for $6 \leq i \leq 9$ and $10 \leq i \leq 15$ have to be computed for the [76,38,12] and [124,62,20] codes respectively.

In the case of the [76,38,12] code, $p = 37$ and $|\text{PSL}_2(37)| = 2^2 \cdot 3^2 \cdot 19 \cdot 37 = 25308$, and for the [124,62,20] code, $p = 61$ and $|\text{PSL}_2(61)| = 2^2 \cdot 3 \cdot 5 \cdot 31 \cdot 61 = 113460$. The elements of $\text{PSL}_2(p)$ which generate the required permutations are as follows $P = \begin{pmatrix} 3 & 8 \\ 8 & 19 \end{pmatrix}$, $T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $Z_3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $Z_{19} = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}$ and $Z_{37} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ for $p = 37$, and $P = \begin{pmatrix} 2 & 19 \\ 19 & 59 \end{pmatrix}$, $T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $Z_5 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $Z_{19} = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}$, $Z_{31} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, and $Z_{61} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ for $p = 61$. The number of weight $i$ codewords in various subcodes of dimension $k$, which are fixed by the $\text{PSL}_2(p)$ permutations are

<table>
<thead>
<tr>
<th>$G_2^0$</th>
<th>$G_4$</th>
<th>$S_5$</th>
<th>$S_{19}$</th>
<th>$S_{37}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>20</td>
<td>12</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>$A_{i2}$</td>
<td>21</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i4}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i6}$</td>
<td>153</td>
<td>11</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i8}$</td>
<td>744</td>
<td>20</td>
<td>54</td>
<td>0</td>
</tr>
</tbody>
</table>

and

<table>
<thead>
<tr>
<th>$G_2^0$</th>
<th>$G_4$</th>
<th>$S_5$</th>
<th>$S_{19}$</th>
<th>$S_{37}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>32</td>
<td>18</td>
<td>22</td>
<td>14</td>
</tr>
<tr>
<td>$A_{i20}$</td>
<td>208</td>
<td>12</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i22}$</td>
<td>400</td>
<td>12</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i24}$</td>
<td>1930</td>
<td>36</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>$A_{i26}$</td>
<td>8180</td>
<td>40</td>
<td>200</td>
<td>24</td>
</tr>
<tr>
<td>$A_{i28}$</td>
<td>26430</td>
<td>140</td>
<td>620</td>
<td>48</td>
</tr>
<tr>
<td>$A_{i30}$</td>
<td>84936</td>
<td>176</td>
<td>960</td>
<td>6</td>
</tr>
</tbody>
</table>


for \( p = 37 \) and 61 respectively. By applying the Chinese-Remainder-Theorem, we have the following

\[
\begin{align*}
A_{12} &= n_{12} \cdot 25308 + 2109 \\
A_{14} &= n_{14} \cdot 25308 \\
A_{16} &= n_{16} \cdot 25308 + 10545 \\
A_{18} &= n_{18} \cdot 25308 
\end{align*}
\]

(10)

for the \([76, 38, 12]\) code, and

\[
\begin{align*}
A_{20} &= n_{20} \cdot 113460 + 90768 \\
A_{22} &= n_{22} \cdot 113460 + 75640 \\
A_{24} &= n_{24} \cdot 113460 + 94550 \\
A_{26} &= n_{26} \cdot 113460 + 83204 \\
A_{28} &= n_{28} \cdot 113460 + 71858 \\
A_{30} &= n_{30} \cdot 113460 + 68076 
\end{align*}
\]

(11)

for the \([124, 62, 20]\) code, where \( n_i \) are non-negative integers.

We use the algorithm in Section 3 to efficiently count codewords of the weights required by Gleason’s theorem. Their weight distributions, which are symmetric with \( A_i = A_{n-i} \) and hence, only half terms are given, are

<table>
<thead>
<tr>
<th>([76, 38, 12])</th>
<th>([124, 62, 20])</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( A_i )</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2109</td>
</tr>
<tr>
<td>16</td>
<td>86469</td>
</tr>
<tr>
<td>18</td>
<td>961704</td>
</tr>
<tr>
<td>20</td>
<td>7489059</td>
</tr>
<tr>
<td>20</td>
<td>90768</td>
</tr>
<tr>
<td>22</td>
<td>529480</td>
</tr>
<tr>
<td>24</td>
<td>10873250</td>
</tr>
<tr>
<td>26</td>
<td>171180884</td>
</tr>
<tr>
<td>28</td>
<td>2159102198</td>
</tr>
<tr>
<td>30</td>
<td>22668808776</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>40</td>
<td>2159102198</td>
</tr>
</tbody>
</table>

Comparing the above \( A_i \) with (10) and (11), we immediately see that \( n_{12} = 0 \), \( n_{14} = 0 \), \( n_{16} = 3 \) and \( n_{18} = 38 \) for \([76, 38, 12]\) code; \( n_{20} = 0 \), \( n_{22} = 4 \), \( n_{24} = 95 \), \( n_{26} = 1508 \), \( n_{28} = 19029 \) and \( n_{30} = 199795 \) for \([124, 62, 20]\) code. Clearly (10) and (11) provide an independent check on the accuracy of the weight distributions.

5 Corrections to the Weight Distributions of the Extended Quadratic-Residue Codes

In this section, we demonstrate the importance of the modular congruence method in providing independent verification to the number of codewords of given weights enumerated exhaustively. We consider two cases of \([p + 1, 1/2(p + 1), d]\) code \( \hat{Q} \), namely \( p = 137 \) and \( p = 151 \). Note that, in the case of \( \hat{Q} \), the method originally proposed in [11] is used.
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5.1 Extended Quadratic-Residue Code of Prime

Gaborit et al. gave \( A_2 \), for \( 22 \leq 2i \leq 32 \), of \( \hat{Q} \) for \( p = 137 \) in [10] and we will check the consistency of these results. For \( p+1, \frac{1}{2}(p+1), d \) code \( \hat{Q} \), we know that \( \text{PSL}_2(p) \subseteq \text{Aut}(\hat{Q}) \) and for \( p = 137 \), we have \( |\text{PSL}_2(p)| = 2^3 \cdot 3 \cdot 17 \cdot 23 \cdot 137 = 1285608 \) and we need to compute \( A_2(S_i) \), where \( 22 \leq 2i \leq 32 \), for all primes \( q \) dividing \( \text{PSL}_2(p) \). Let \( P = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right] \), \( T = \left[ \begin{smallmatrix} 1 & 1 \\ 1 & -1 \end{smallmatrix} \right] \), \( Z_3 = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & 1 \end{smallmatrix} \right] \), \( Z_{17} = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & -1 \end{smallmatrix} \right] \), and \( Z_{23} = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & -1 \end{smallmatrix} \right] \). It is not necessary to find \( Z_p \) as it only fixes the all zeros and all ones codewords. The number of weight \( i \) codewords in various fixed subcodes of dimension \( k \) are

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
k & H_2 & G_4^0 & G_4^1 & S_3 & S_{17} & S_{23} & S_{137} \\
\hline
A_{22} & 170 & 6 & 6 & 0 & 0 & 0 & 0 \\
A_{24} & 612 & 10 & 18 & 46 & 0 & 0 & 0 \\
A_{26} & 1666 & 36 & 6 & 0 & 0 & 0 & 0 \\
A_{28} & 8194 & 36 & 60 & 0 & 0 & 0 & 0 \\
A_{30} & 34816 & 126 & 22 & 943 & 0 & 0 & 0 \\
A_{32} & 114563 & 261 & 189 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

and from the Chinese-Remainder-Theorem, we know that

\[
\begin{align*}
A_{22} &= n_{22} \cdot 1285608 + 321402 \\
A_{24} &= n_{24} \cdot 1285608 + 1071340 \\
A_{26} &= n_{26} \cdot 1285608 + 964206 \\
A_{28} &= n_{28} \cdot 1285608 + 1124907 \\
A_{30} &= n_{30} \cdot 1285608 + 321402 \\
A_{32} &= n_{32} \cdot 1285608 + 1124907
\end{align*}
\]

for some integers \( n_i \). Comparing these to the results in [10], we can immediately see that \( n_{22} = 0, n_{24} = 1, n_{26} = 16, n_{28} = 381, \) and both \( A_{30} \) and \( A_{32} \) were incorrectly reported. By codeword evaluations, we have established that \( A_{30} = 6648307504 \) \((n_{30} = 5171)\) and \( A_{32} = 77865259035 \) \((n_{32} = 60566)\) in (12).

5.2 Extended Quadratic-Residue Code of Prime

For \( \hat{Q} \) of \( p = 151, |\text{PSL}_2(p)| = 2^3 \cdot 3 \cdot 5^2 \cdot 19 \cdot 151 = 1721400 \) and \( P = \left[ \begin{smallmatrix} 42 & 42 \\ 42 & 104 \end{smallmatrix} \right], \\
T = \left[ \begin{smallmatrix} 150 & 1 \\ 150 & 0 \end{smallmatrix} \right], \\
Z_3 = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & 1 \end{smallmatrix} \right], \\
Z_5 = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right], \\
Z_{10} = \left[ \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right] \). The number of weight \( i \) codewords in the various fixed subcodes of dimension \( k \) are

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
k & H_2 & G_4^0 & G_4^1 & S_3 & S_{19} & S_{151} \\
\hline
A_{20} & 38 & 2 & 0 & 25 & 15 & 0 \\
A_{24} & 266 & 4 & 4 & 100 & 0 & 0 \\
\hline
\end{array}
\]

and we have

\[
A_{20} = 1721400n_{20} + 28690 \quad \text{and} \quad A_{24} = 1721400n_{24} + 717250.
\]

It follows that \( A_{20} \) is correctly reported in [10], but \( A_{24} \) is incorrectly reported as 717230. Using the method in Section 3, we have established that \( A_{20} = 28690 \) and \( A_{24} = 717250 \). Using Gleason’s theorem for Type II codes [1], we give the corrected weight distribution of this code.
Double-Circulant Codes

If \(2p + 1\) is a prime for \(p \equiv 3 \pmod{8}\), there exists \(\hat{Q}\) and \(\mathcal{B}\) which have the same length \(2(p + 1)\) and dimension \(p + 1\), and in some cases, the minimum distances are also the same. Some examples of such codes are the \([8, 4, 4]\), \([24, 12, 8]\) and \([168, 84, 24]\) codes. Using Lemma 2.1, we found that, for the two former codes, \(\hat{Q}\) and \(\mathcal{B}\) are equivalent. We consider the \([168, 84, 24]\) double-circulant codes in this section. Note that the minimum distance of \(\hat{Q}\) was shown to be 24 in [14] and that of \(\mathcal{B}\) was shown to be \(\leq 28\) in [5] and our computation confirms that it is 24.

The defining polynomials (in hexadecimal) of \(\hat{Q}\) and \(\mathcal{B}\) of length 168 are \(c6ac71e84bed0c8ddd3c\) and \(d978e57f4ec8d015ce164\) respectively. Although these two polynomials have the same weight, the resulting double-circulant codes do not satisfy any condition in Lemma 2.1. The inequivalence of these codes can be deduced from their \(A(z)\). Using the modular congruence method, it can be shown that

\[
\hat{A}_{24} = 2328648n_{24} + 776216 \quad \text{and} \quad \hat{A}_{24} = 285852\hat{n}_{24},
\]

where \(\hat{A}_{24}\) and \(\hat{A}_{24}\) are \(A_{24}\) of \(\hat{Q}\) and \(\mathcal{B}\) respectively. For integers \(n_{24}, \hat{n}_{24} \geq 0, \hat{A}_{24} \neq \hat{A}_{24}\) and thus, they are inequivalent.

7 Conclusions

We have presented a more efficient method of codeword counting algorithms for self-dual double-circulant and fsd quadratic double-circulant codes in addition to a method to deduce the modular congruent of the weight distributions of the quadratic double-circulant codes. This modular congruence method is derived from the classic technique proposed by Mykkeltveit et al. in 1972, which was applied to the extended QR codes. Using this method, we are able to deduce the inequivalence of the \([168, 84, 24]\) extended QR and quadratic double-circulant codes, and also to correct the previously published results on the weight distribution of the \([138, 69, 22]\) and \([152, 76, 20]\) extended QR codes.
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